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Approaches for solving data contamination issues using deep neural networks

<Abstract>

Learning with contaminated data leads to degradation of model performances,
which is observed clearly for deeply structured models due to their enough
complexity in memorizing even the contamination. This talk covers handling data
contamination problems using deep learning. We consider two scenarios: 1) data
with noisy labels and 2) data with anomalies, and introduce two novel methods to
solve each.

First, we identify clean-annotated samples when data with noisy labels are given.
We find out a new observation of over-fitted deep neural networks that the
similarity of the two neighborhood distributions derived by the feature space and
original input space depends on the cleanness of the target sample. Based on this
finding, we develop a new method to accurately differentiate cleanly labeled data
from noisy ones.

Second, we also discuss filtering anomalies from given data when any label
information of anomalousness is unattainable. When we train a deep generative
model with data with outliers, we notice that the model first memorizes inliers
before outliers in the early learning stage. We exploit this finding and devise a
powerful and efficient method to identify outliers.
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